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Key questions

Focus

Goal

How to design experiments?

How to analyse data?

Networking Field

Performance evaluations  Exp. type

Foster replicability

I
To be clarified



This is an interactive session
Questions are welcomel

Don't be shy

Please

Write any question in the chat;

There will be several time slots for questions

Direct question by voice
are welcome during the Q&A

Stay muted during
the rest of the presentation
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Why replicability matters
Case by example

Understanding variability
The three timescales

Know your data
Use the right statistics



Why replicability matters
Case by example

Understanding variability

Know your data



Energy consumption A team designed Banana, a new (and amazing!)

. 7 - . - .
(normalized) \ ultra-low-power wireless communication protocol.
) —|— — 95-th percentile
2 | _ di . . . .
J_ median They set up an experiment to validate their claims.
T — 5-th percentile
1F =
0 They deploy Banana on a real-world testbed;

F 4 They run one benchmark problem
for data collection from the loTBench;

They compare Banana's performance

against the state-of-the-art Kiwi protocol, —

which is re-run as part of the experiment.

Each protocol is tested 10 times.



Energy consumption

(normalized)

A

2_

.
L

— 95-th percentile

— median

— 5-th percentile

Claim

You are
reviewing
the paper

b

. achieves a 2x improvement
over

Are ten runs enough
to support this claim?
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slido

Are ten runs enough?

(D Start presenting to display the poll results on this slide.



Energy consumption
(normalized)

* — 95-th percentile

2 I — median

— 5-th percentile

Claim

. achieves a 2x improvement

over

How many runs do
you think are required?
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slido

How many do you think are required?

(D Start presenting to display the poll results on this slide.



Energy consumption
(normalized)

* — 95-th percentile

2 I — median

— 5-th percentile

Claim

Cannot say.

b

. achieves a 2x improvement

over

How many runs do
you think are required?

} Which “performance”
are we talking about?
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Energy consumption
(normalized)

A

2_

.
L

-

— 95-th percentile

— median

— 5-th percentile

Claim

Hard to say.

». achieves a 2x improvement

6ver , “

If you would repeat the experiment,
do you think you would obtain the same result?

} What does “same result” mean, really?
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These are
hard questions!

How many runs
are required?

Would you obtain
the same results?

This tutorial presents a rational methodology
to address these questions (and others)

{‘% TriScale
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What is replicability?
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The Turing Way project illustration by Scriberia.
Zenodo. http://doi.org/10.5281/zenodo.3332807 17
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What is replicability?
Why does it matter?

Because

In picture

No result is “science” if it cannot
be independently replicated by others.

Good Science Bad Science

www.zbw-mediatalk.eu
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“Is there a reproducibility crisis?”

Poor/no documentation
Artifacts not available
Unstable environment

Analytical bias
Falsification
etc.

90%

of surveyed scientists stated that there is a
reproducibility crisis in their research field.

2%
oo N
7% - | don't know.

3% l No, there is no crisis.

Is There a Reproducibility Crisis?

Monya Baker. Nature News (2016) 20



“Is there a reproducibility crisis?”
Does it really affect CS? Networking?

Is Big Data Performance Reproducible
in Modern Cloud Networks?

Spoiler alert: not so much...

k - /:/"*\\ UNIVERSITY OF CALIFORNIA (; U {JH[il IVERSITY
VU e o SIINTR BRI TUDelf oruAt M

Uta et al., NSDI 2020
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“Is there a reproducibility crisis?”
Does it really affect CS? Networking?

=
w
L

Main findings:

*Most articles report 3-10 repetitions,

No. of Articles [%]
=
o

few report > 10 >
0 d
*> 50% of articles have no or poor 3 N5 ?Rlo 1t5t 20100
experiment specification! 0. Of Repetitions
*< 50% report only average or T oo
median 8 401
§ 30
o~ 40% report variability e fg
0
H 1 H H Reporting Reporting No or poor
*Cited articles > 11,000 citations Average or  Variability  specification
Median
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Uta et al., NSDI 2020




The literature addresses replicability issues

Two examples

Mainly guidelines

The Dagstuhl Beginners Guide to Reproducibility for
Experimental Networking Research
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ABSTRACT

Reproducibility is one of the key characteristics of good
science, but hard to achieve for experimental disciplines like
Internet measurements and networked systems. This guide
provides advice to researchers, particularly those new to the
field, on designing experiments so that their work is more
likely to be reproducible and to serve as a foundation for
follow-on work by others.

CCS CONCEPTS

« General and reference — Surveys and overviews;

KEYWORDS

Experimental networking research; Internet measurement:
Reproducibility; Guidance

1 INTRODUCTION

Good scientific practice makes it easy for researchers other
than the authors to reproduce, evaluate and build on the
work. Achieving these goals, however, is often challenging
and requires planning and care. We attempt to provide guide-
lines for researchers early in their career and students work-
ing in the field of experimental networking research, and as
a reminder for others. We begin by summarizing the termi-
nology (§ 1.1) that will be used throughout this article. We
then elaborate the goals and principles (§ 1.2), describe best
practices required for reproducibility in general (§ 2) and for
specific research methodologies (§ 3), provide tool recom-
mendations (§ 4) and point to additional resources (§ 5).
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Table 1: R bili licability, and reproducibil
ity as defined by ACM [1 1.

Level of change

Term Team Setup

Repeatability ~ same same
Replicability ~ different  same
Reproducibility ~different  different

1.1 ACM Terminology

il licabil ducibil

The terms ry and r are
often used and may not De used
consistently within or across technical communities. Since
the Association for Computing Machinery (ACM) [1] pub-
lishes a significant fraction of papers in networked systems
and Internet measurements, we draw on their definitions
and summarize them in Table 1.

Repeatability is achieved when a researcher can obtain
the same results for her own experiment under exactly the
same conditions, ie., she can reliably repeat her own experi-
ment (“Same team, same experimental setup”).

Replicability allows a different researcher to obtain the
same results for an experiment under exactly the same con-
ditions and using exactly the same artifacts, i.e., another
independent researcher can reliably repeat an experiment of
someone other than herself (“Different team, same experi-
mental setup”).

ity enables r other than the au-
thors to obtain the same results for an evperiment under

]

Example Violations
£

Clearly Stated Claims

dovs b

[

T |

Erpr—

SIGPLAN Empirical Evaluation Checklist

1t o support

Claims not explicit
Claims must be explicit in order for the reader to assess
whether the empirical evaluation supports them. Missing
claims cannot possibly be assessed. Glaims should also
aim to state not just what is achieved but how.

laims not appropriately scoped
The it of & cak shouk] ey folow from the eidence
provided. Glaims that are not fully supported mislead read-
ers. 'Works for all Java' is over-broad when based on a sub-
set of Java. Other examples are 'works on real hardware'
when evaluating only with (unrealistc) simulation, and ‘au-
tomatic process’ when requiring human intervention.

Fails to acknowledge limitations

paper should acknowledge its limitations to place the
scope o fs results in context_ Stating no imitations atall, or
only tangential anes, whie omitting the more relevant ones
may mislead the reader into drawing overly-strong conclu-
sions. This could hold back efforts 1o publish future im-
provements, and may lead researchers down wrong paths.

Fails to compare against appropriate baseline
Empirical evidence for a claim that a technique/system im-
proves upon the state-of-the-art should include a compar-
ison against an appropriate baseline. The lack of a base-
line means empirical evidence lacks Gontext. A ‘straw man’
baseline that is misrepresented as state-of-the-art is also
problematic, as it would infiate apparent benefit.

Comparison is unfair
e

Example Violations

2
7

“fiahed before you”

Suitable Comparison

Titweas

|cel:|

ow sy overhesd

Example Violations

“we s ThBanc”

Principled Benchmark Choi

prs—

[

10 secomi”

ws

Adequate Data Analysis
Example Violations

-]
Vtp: / /www. sigpLan .org /Resources/Enpi rical Evaluat ion)
3 POR e 1: IR /s 1Eval 7

“mean of 50 seconds”

should ot unfairly dis-
advantage that system. Doing so would inflate the apparent
advantage of the proposed system. For example, it would
be unfair to compile the state-of-the-art baseline at -00 op-
timization level, while using -O3 for the proposed system

ppropriate suite
Evaluations should be conducted using appropriate estab-
lished benchmarks where they exist so tha claimed results
are more likely to generalize. Not doing S0 may yied resuls
that are not sufficiently general. Established suies should
be used in context; e.g. it would be wrong to use a single-
threaded suite for studying parallel performance.

Unjustified use of non-standard suite(s)
The use of standard benchmark suites improves the com-
pabilly of eci. Homere: somutines 4 oSt
suite, such as one that is subsetted or homegrow:
eter chlos: It Game,  retonale e sl e
tions, must be provided to demonstrate why using a stan-
dard suite would have been worse.

ernels instead of full applicatior
e ey appropiiats In  broader svaks
ation. However, a ciaim that a system benefits applications
should be tested on such applications.directly, and not only
on which may

of full applications.

prop-

erties. may require many trials (e.g., of a single time mea-

surement) 1o characterize their behavior adequately. Fall-

ure 10 do so risks treating noise as signal. Similarly, more
b

stale (eg.,info a steady state that avaids warm-up effects).

Inappropriate summary statistics
Summary statistics such as mean and median can use-
fully characterize many results. But they should be selected
carefully, because each statstic presents an accurate view
only under appropriate circumstances. An inappropriate
summary may amplify noise or hide an important frend.

No data distribution reportes
A masrs of variily. (63, vaslarcs, st devieton,
quanties) and/or confidence intervals is needed to under-
stand the distribution of the data. Reporting just a measure
of central tendency (e.g., a mean or median) can mislead
he reader, especially when the distribution is bimodal or
has significant variance.

ied judgeme:

[

Relevant Metrics
Example Violatio

'9“K
L]
T

Desi

and Clear i
Example Violations

]

Example Violations

Appropriate Presentation of Results

supplant it

ey consumed”

“for sensar vt

Feoe)

@]

b
[k —
i
s 2
test
s 220
s

“petuct

Qoo
,.I,.J-

hare up o 4 leaver”

i |

B mch fster

sped o

X

.36 8 statup tine”

Indirect or inaj
Proxy metrics can R i e e only when the
substitution is clearly, explicily justiied. For exampl, it
‘would be misleading and incorrect to report a reduction in
cache misses to ciaim actual end-to-end performance or
energy consumption improvemen.

Fails to measure all important Effects
Al important effects should be measured to show the true
cost of a system. For example, compiler optimizations may
speed up programs at the cost of drastically increasing
compile fimes of large systems, so the compile time should
be measured as well as the program spaedup. Failure to
do so distorts the costbenefitof the system

Insutficient information to repeat

xperiments evaluating an idea need to be described in
suffciont detail to be repeatable. All parameters (including
dofault values) should be included, as well as all version
numbers of software, and ful detals of hardware platiorms.
Insufficient information impedes repeatability and compari-
son of future ideas and can hinder scientiic progress.

Unreasonable platform
The evaluation should be on a platiorm that can reason-
ably be said to match the ciaims; otherwise, the results
of the evaluation will not fully support the claims. For ex-
ample, a claim that relates to performance on mobile piat-
forms should not have an evaluation performed exclusively

Ignores key design parameters

parameters should be explored over a range to evalu-
ate sensitvity to their setlings. Examples include the size of
the heap when evaluating garbage collection and the size
of caches when evaluating a localty optimization. Al ex-
pected system configurations (e.g., from warmup to steady
state) should be considered

rkdoad generat
Load generators for typical transaction-oriented systems
should be ‘apen loop', to generate work independent of the
performance of the system under test. Otherwise, results
are ikl to mislead because real-world transaction servers
are usually open-iocp.

Tested on training set
When a system aims to be general but was developed with
close consideration of specific examples, it is essential that
the evaluation expiicitly perform cross-validation, o that the
system is evaluated on data distinct from the training set.
For example, a static analysis should not be exclusively
evaluated on programs used fo inform its development.

Misleading summary of results
The summary of the results must reflect the full range of
their character o avoid misleading the reader. For axample,
it is not appropriate to summarize speedups of 4%, 6%,
7%, and 49% as 'up to 49% . Instead), the full distribution of
results must be reported

Inappropriately truncated axes
Graphs provide a visual intuition abouta result. A truncated
graph (with an axis not including 2ero) will exaggerate the
importance of a difference. “Zooming' in to the interesting
range of an axis can sometimes aid exposition, but should
be pointed out explicitly 1o avoid being misleading.

Ratios plotted incorrectly
Incorrectly plotted ratios badly mislead visual intuition. For
example, 2.0 and 0.5 are reciprocals, but their linear dis-
tance from 1.0 does not reflect that, so plotting those num-
bers on a linear scale significanty distorts the result. This
misleading effect can be avoided either by using a log scale
o by normalizing to the lowest (highest) value.

Inappropriate level of precision
ovel of pregcisi

. Under-precise reports may hide such

information, and over-precise ones may overstate the accu-

racy of a measurement and obscure what is relevant. For

example, reporting "49.9%" when the experimental error is

+/-1% overstates the level of precision of the result.

October 2018. E. D. Berger, S. M. Blackburn, M. Hauswirth, and M. Hicks for the ACM SIGPLAN EC.

)
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The literature addresses replicability issues but
it lacks concrete answers to practical questions

For example

In other words

How many times should
one repeat an experiment?

Which statistical methods should
one use to synthesize results?

We lack a concrete methodology for

the design and analysis of experiments.

That's TriScale.

24



Why replicability matters

Understanding variability
The three timescales

Know your data



et us have a closer look
at performance evaluations



Input

n
>

Measure

System
under test

Y

v

Output
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vectors ‘
I

X Y

Measure > Synthesize —
Input Output results

Performance

v

System
under test



Input

v

Y
Measure > Synthesize —

[ Output

System

under test XM

Non-determinism

Performance
results
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XiYiern

Input

v

Measure

|

System
under test

{YVi}ie1n

> Synthesize —
Output

VN

Non-determinism

Performance
results
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XiYiern

Input

n
>

Aa

Non-determinism

Environment

|

{Yi}ier.n |
Measure > Synthesize —
Output
[ L Measurement error

System

under test XM

Non-determinism

Performance
results
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Aa

»

Environment

|

{Xi}iEl..N {Yi}iEI..N _ Performance
>  Measure > Synthesize —
results
System

under test V\/\ What confidence?

- Are they replicable?
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| et us set aside the causes and
consider how variability looks like



metric

e.g.
mean

\ 4

time

metric KPI

— KPI 196 0° Var. 79 =
e.g. @) O Score o
median
> runs » series

— Key Performance Indicator

Run
—OCOCOO0————0R0= THHITF—— time
Series Series Series
sometime later sometime later

Performance varies along
three different time scales
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Y

A

/\VA A
. \

metric /

> time
M

How long should a run be?

metric
O
KPI {©o—O
O O
runs
Run
—OC0O———<OR—~

KPI

Var. 10 (]
score o

series

Series Series

ITHHITF—— time

Series



metric

e.g.
mean

\ 4

time

How many runs in a series?

metric KPI
KP] QO mO Var. 1© []
o O O score &
median
> runs > series
Run
— OO0 THHITH——— time
Series Series Series
| t | |

sometime later sometime later



metric

i A

o

metric KPI

O Var. 19O (]
O O score S
time runs series
What time span for a series?

Run >
OO0 CHHIT—— time

Series Series Series



metric

e.g.
mean

\ 4

time

How many series?

metric KPI
Var. T©O
KPI 1“0 U
e.q. @) score S
median
> runs > series
Run
—OOOO0——0R0=0 THHITF——— time
Series Series Series
sometime later sometime later
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The four questions
of experiment design

How long should a run be?
How many runs in a series?
What time span for a series?

How many series?

39



The four questions
of experiment design

What

should a run be?

in a series?

for a series?

?

Objective
. . Makin
Find rational answers . g
. statistical
to these questions
sense

v

Quantify the trade-off between
experiment effort

confidence in the results

40



Why replicability matters
Case by example

Understanding variability
The three timescales

Know your data
Use the right statistics



et us review a
few statistics basics

Statistic

def. numerical value computed
from a set of values



et us review a
few statistics basics

Descriptive
statistics

What the
collected data
is like

Predictive
statistics

What the collected data
allows to infer about
future/other/unknown data

43



Predictive
statistics

What the collected data
allows to infer about
future/other/unknown data




sample

unknown
underlying
distribution

empirical
mean

———O@O00-0—0—0

Description

distribution
mean

SN

v

Prediction

v

estimate
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Sample mean is X

If one draws a new sample,
the sample mean is

“likely” to be “close to" X
I |

More formally?

Much stronger statement

Replicability!
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Do these statistics say anything
about the expected performance? No.

Tendency mean mean
Variability standard deviation — OXXOO00-0—0 O—
std. dev.

Prediction?




Do these statistics say anything
about the expected performance? No.

If thinking so, one makes two mistakes #1 The mean of the sample is not
the mean of the underlying distribution.

Let us review a
few statistics basics

Descriptive * Predictive
statistics statistics
What the What the collected data
collected data allows to infer about
is like future/other/unknown data
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Do these statistics say anything
about the expected performance? No.

If thinking so, one makes two mistakes The mean of the is not
the mean of the

2 The underlying distribution
is not normal (almost always).

49



34.1% | 34.1%

Normal
Very rare

13.6% |

Cannot be assumed unless you know for sure

Percentage of packets [%)]
1271

Not normal
Ubiquitous

End-to-end latency



Do these statistics say anything

about the expetect performance? No.

If thinking so, one makes two mistakes

The mean of the is not
the mean of the

Use confidence intervals

The underlying distribution
is (almost always).

Use non-parametric statistics

51



Confidence
interval (Cl)

Example

Numerical interval in which lies

the (unknown) true value of

some parameter with a certain probability,
called the confidence level

[a, b] is a 95% Cl for the median of x

which means that

The probability that the true median of x
is within [a, b] is larger or equal to 95%.
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Non-parametric

statistical methods

Examples

Differences

(Predictive) statistics making no assumptions
on the nature of the underlying distribution

Par%tric

t-test

ANOVA

Correlation
coefficient

More powerful

Assume normality —

Non-parametric

Mann-Whitney
Kruskal-Wallis

Spearman rank
correlation

More general
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Non-parametric

statistical methods

Examples

Differences

(Predictive) statistics making no assumptions
on the nature of the underlying distribution

Par%tric

t-test

ANOVA

Correlation
coefficient

More powerful

Assume normality —

Non-parametric

Mann-Whitney
Kruskal-Wallis

Spearman rank
correlation

More general



Statistics take-away for
replicability in networking

Replicability requires
predictive statistics

Predictions require
confidence intervals

Non-parametric statistics
should be used;
do not assume normality!
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Any questions?

Up next Getting started on
TriScale per se



{%TriScale is a framework helping to
design and analyze networking experiments

> Divides the experiment design
and data analysis into

Runs Series
Y metric
\ o
metric \//\v /\\ Kp| -© o0
e.g. / e.g. O O
mean median
timé runé

Sequels

KPI

Var.
score

A

O

n

series
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Runs
T/\/\V/\ N
[Y \/V

Energy consumption

Sequels

A} g 7
metric sum over all nodes Design
H . 0
KPI median (conf: 95%) runtime one minute
var. score 25-75th (conf: 95%) Is runtime How many runs? span one day
G long enough? How many series? —» fruns 5
: ?
l When to run’ Yseries 11
Data collection < |
l Analysis
P d KPI .
ower craw Compute Compute Compute > R
T/\A/\/\/\/\ metrics KPls variability score var.
> score z Joules
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y

Energy consumption

Runs

T/\/\V/\ N
AL

metric sum over all nodes Design
KPI median (conf: 95%) runtime one minute
var. score 25-75th (conf: 95%) Is runtime How many runs? _ span one day
G long enough? How many series? —» fruns 5
: ?
l When to run’ Yseries 11
Data collection < I
l Analysis
P d KPI .
ower craw R Compute Compute Compute G-yl
TA/\/\/\/\/\ metrics KPls variability score var.
> score z Joules
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The Thompson's method provides

non-parametric Cl for distribution percentiles

Key Performance Indicators
(KPIs) are percentiles of
the distribution of metric values

Compute upper and lower bounds
on the true percentile values
for a certain confidence level

The KPIs are defined as
one such bounds

v
- ‘ |
metric mean energ. consump.

KPI 15O

» runs

05%-ClI for the median
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+ Median

<>

Adapted from Hanspeter Schmid and Alex Huber
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. Median




. Median

Hypothesis

Samples are i.i.d.
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. Median

Hypothesis

Samples are i.i.d.
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. Median

4 4
1 1
Hypothesis Samples are i.i.d.
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The Thompson's method provides
non-parametric Cl for distribution percentiles

Probability of any B, to be
between two consecutive samples

N

V)L - py

F’{ﬂ?k < Pp < l‘k+1} = (
Binomial distribution

Allows to derive lower and
upper bounds for any percentile

m—1
Plam< By =1-Y ()

k=0

k(1 — p)N
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The Thompson's method provides
non-parametric Cl for distribution percentiles

For any confidence ¢ log(1 —¢)

For any percentile B, ~ log(1—p)
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For any confidence ¢

For any percentile B,

- log(1 —c¢)

~ log(1—p)

95% ClI

c = 0,95
Median
p=0,5
25-th

p = 0,25
1-th

p = 0,01
0.001-th

p = 0,00001

Minimal number
of runs in a series

11

299

299572

We might want to rethink
the idea of “five-nines” claims...
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95%Cl on the median
Minimum 6 samples

Cl starts excluding
most extreme values

Cl gets narrower
with more samples
in general

N=28 © O @O O

N=9 O O @O O

N=10 O O @O O O

N =50 O O 00 (@D @D OO O
N=75 O @O©@ OO0 IPDEODIMD GO O

N =100 O @O OO @ THOEDEIENONOCCO O

N =200 O O OO OO O e DO QIGO0 O

N = 1000 O O DD IR0 CO
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Let's practice!

Go to
triscale.ethz.ch

TriScale

TriScale

A Framework Supporting Replicable
Performance Evaluations in Networking

View the Project on GitHub
romain-jacob/triscale

{‘% TriScale

A Framework Supporting Replicable
Performance Evaluations in Networking

Following a live tutorial session? Here are the links you're looking for

Hands-on

Part1 launch | binder
Part 2 launch | binder

When designing their performance evaluations, networking researchers
often encounter questions such as:

* How long should a run be?

* How many runs to perform?

+ How to account for the variability across multiple runs?

s What statistical methods should be used to analyze the data?

Despite the best intentions, researchers often answer these questions
differently, thus impairing the replicability of evaluations and the
confidence in the results.

Improving the standards of replicability has recently gained traction overall,
as well as within the networking community. As an important piece of the
puzzle, we developed a systematic methodology that streamlines the
design and analysis of performance evaluations, and we have implemented
this methodology into a framewaork called TriScale.
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The Turing Way project illustration by Scriberia.
Zenodo. http://doi.org/10.5281 /zenodo.3332807
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How to assess
replicability?

What are
“same” results?

Problems Statistical tests are good at
checking that things are different

“Similarity” tests all boil down
to testing whether differences

below some threshold

Our approach Do not assess replicability
as a binary criterion

Quantify variability

Set how?

[
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The Thompson's method provides

non-parametric Cl for distribution percentiles

Variability scores are
percentile ranges
of KPI values

Compute upper and lower bounds
on the true percentile values
for a certain confidence level

Variability scores are defined as
ranges between these bounds

4

KPl  95% Cl for the median

Var. 1© []
score o

» series

Two-sided 75%-Cl
for the median
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The Thompson's method provides
non-parametric Cl for distribution percentiles

KPI
o Var. [ O ]
Var|ab|I.|ty scores are e N
percentile ranges
of KPI values - s
Compute upper and lower bounds Two-sided 75%-Cl
on the true percentile values for the median
for a certain confidence level
Variability scores are defined as If a binary cut is desired,

ranges between these bounds base it on the score
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Let's talk about
independence

Runs

T/\/\v/\ A\
AL

Design

Is runtime
long enough?

Analysis

Compute
metrics

Series

How many runs?

When to run?

Compute
KPls

Sequels

How many series?

Compute
variability score
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Dealing with seasonality
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|.1.D. is the acronym for
Independent and ldentically Distributed

Correlation

i.e., non-independence
can be seen in an
autocorrelation plot
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The autocorrelation plot reveals
the hidden structure in the data
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In general

What if there is
no independence?

We often say “independence”

when we mean “i.i.d.-ness”

Samples are biased
Data do not contain

as much information
as it appears to.

“Fake" effects
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Independence is a property of
the experiment design (not of the datal)

We often say “Data is i.i.d.” Not mathematically correct statement
or write

We mean that the samples were
collected from an i.i.d. experiment— 7?7
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An experiment is i.i.d. if all its factors
are selected in an i.i.d. way

Factor?

Any parameters that affect
the outcome of an experiment

Factor values must be selected

in a memoriless fashion

using the same random procedure

e.g.,
Time of the day

Independent
|dentically Distributed
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An experiment is i.i.d. if all its factors
are selected in an i.i.d. way, but this is often impossible

Uncontrollable factors External interference may be unavoidable
Imperfect randomization Experiments cannot overlap in time
Hidden factors What about temperature?
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Independence is often impossible to guarantee,

but we can test if it appears to hold

Empirical i.i.d. test

No trend

No correlation structure

Two caveats

Imprecise

No future
guarantees

Implemented in TriScale

Especially with few samples

Can only detect correlation
that was captured in the sample

Things may change...
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One common danger to beware of

Is seasonal components

Periodic patterns in the
experimental conditions

Average link quality [# strobes received]
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One common danger to beware of

IS seasonal components
In TriScale
The time span of a series

of runs should be a multiple of
the largest seasonal component

Average link quality [# strobes received]
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One common danger to beware of
IS seasonal components

In TriScale Intuition

The time span of a series

of runs should be a multiple of > PRR Daytime
the largest seasonal component J\
" > PRR Nighttime
N M > PRR Dayly average

Randomly sample this joint distribution
(not truly “identically distributed” experiment)
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ldentifying seasonnal components
is a fairly difficult task

Requires 1. Long-term monitoring
of the environment

2. Definition of a metric for “link quality”
which is relevant for the system under test

Hidden factors!

Hard work
but important! We can see that in practice...
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Any questions?

Up next Hands-on session
Data analysis

Seasonality



Let's practice!

Go to
triscale.ethz.ch

TriScale

TriScale

A Framework Supporting Replicable
Performance Evaluations in Networking

View the Project on GitHub
romain-jacob/triscale

{‘% TriScale

A Framework Supporting Replicable
Performance Evaluations in Networking

Following a live tutorial session? Here are the links you're looking for

Hands-on

Part1 launch | binder
Part 2 launch | binder

When designing their performance evaluations, networking researchers
often encounter questions such as:

* How long should a run be?

* How many runs to perform?

+ How to account for the variability across multiple runs?

s What statistical methods should be used to analyze the data?

Despite the best intentions, researchers often answer these questions
differently, thus impairing the replicability of evaluations and the
confidence in the results.

Improving the standards of replicability has recently gained traction overall,
as well as within the networking community. As an important piece of the
puzzle, we developed a systematic methodology that streamlines the
design and analysis of performance evaluations, and we have implemented
this methodology into a framewaork called TriScale.
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Some other
boxes...

Runs Series Sequels
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metrics KPls variability score

In {% TriScale Convergence of runs

For future work Comparison of confidence intervals
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Interested?
Find our more!

TriScale: A Framework Supporting Replicable
Performance Evaluations in Networking

Romain Jacob Marco Zimmerling Carlo Alberto Boano
ETH Zurich TU Dresden TU Graz
h &

Laurent Vanbever
ETH Zurich
Ilvanbever@ethz.ch

ABSTRACT
When designing their performance evaluations, networking re
searchers often encounter questions such as: How long should a
un be? How many runs to perform? How to account for the vari
ability across multiple runs? What statistical methods should be
used to analyze the data? Despite their best intentions, researchers
often answer these questions differently, thus impairing the repli
cability of their evaluations and the confidence in their results.
To support networking researchers, we propose a systematic
methodology that streamlines the design and analysis of perfor
mance evaluations. Our approach hierarchically partitions the per.
formance evaluation in a sequence of stages building on top of cach
other, following the principle of separation of concerns. The idea
isto first understand, for cach stage, the temporal characteristics
of vaiability sources, and then to apply, for each souree, rigorous
statistical methods to derive performance results with quantifiable
confidence in spite of the inherent variability. We implement an in
stance of that methodology in a software framework called Triscale
Tor cach performance metric, TriSeale computes a variability score
that estimates, with a given confidence, how similar the results
swould be if the evaluation were replicated; in other words, TriScale
quantifies the replicability of evaluations. We apply TriSeale to four
different use cases (congestion control, wireless cmbedded systems,

den.de at

Lothar Thiele
ETH Zurich
thiele@ethz.ch

the methodology used to design an experiment, process the mea
surements, and reason about the outcomes impair the ability to
replicate results and assess the validity of claims reported by other
researchers. Without replicability. any performance evaluation is
questionable, at best.
ble. pert evaluations must it for the
inhereat variability of networking experiments on different time
scales. Therefore, experiments are typically repeated to increase
To facilitate thi
community has put great efforts into developing testheds [55) and
a collection frameworks [83]. However, we lack a systematic
methodolagy that specifies how 1o design and analyze performance
evaluations. The literature is curently limited to generic guide-
lines [3, 52, 63) and recommendations [38, 43, 57], which leave open
critical questions before an experiment (How many runs? How long
should a run be?) and afier (How o process the data and analyze
the results?). Without a systematic methodology. networking re-
searchers often design and analyze similar experiments in different
ways, making them hardly comparable [12). Yet, strong claims arc
being made (‘our system improves latency by 3x") while confidence
i often discussed anly in qualitative ways (“with high confidence’),
if at all [73, 82]. Furthermore, it is eurrently unclear how o as.
sess whether an experiment is indeed replicable. We argue that a

failure detection, video streaming). that TriScale
helps to generalize and strengthen previously published results.

Improving the standards of replicability in networking is a eru
eial and complex challenge; with TriScale, we make an important
contribution to this endeavor by providing for the first time a ratio-
nale and statistically sound experimental methodology:

1 INTRODUCTION

y for making
a scientifically sound claim. In networking rescarch, zeplicability !
is a well-recognized problem due to the énkerent variability of the
experimental conditions: the uncontrollable dynamics of real net
works (17, 51] and the time-varying performance of hardware and
software componeats (11, 49, 73] cause major changes in the exper
imental conditions, making it difficult to replicate results and quan
titatively compare different solutions [4]. In addition, differences in

is needed to help resolve this situatior.
We identify four key challenges that must be addressed in the
design of such a methodology.

Rationality The methodology must rationalize the experiment

sign by linking )

with the desired confidence in the results.

Robustness The methodslogy must be robust against the vasiabil
ity of the experimental conditions. The data analysis must
use statisties that are compatible with the nature of network
ing data and be able to quantify the expected performance
variation shall the evaluation be replicated.

Generality The methodology must be applicable to a wide range
of performance metrics, evaluation seenarios (emulator, lest
bed. in the wild), and network types (wired, wireless).

Conciseness The methodology must describe the experimental
design and the data analysis in a concise and unambiguous

L 1o e - 3
391 n this pape, we reer o seplcability as the abibiy of difrent rescarchers 1o
follow e segs descrbed in published wask, collect new data using the sme toos,

T
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= woaally calld repliability [] b sometimessefereed o a2 reproducibiity.
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Getting the TriScale work published
has been... complicated.

Rejected at NSDI'20 while receiving comments like
SIGCOMM'20 Solid work with great tooling.
SIGMETRICS'21 Our community clearly has a problem
CCR'21 with reproducibility and this paper

presents very promissing solutions.

Every PhD student should read this paper.

... wait what?
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